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ABSTRACT 
 

This study was to forecast monthly average of electricity consumption, the response variable, in Trat province, Thailand with stepwise method of multiple linear 
regression technique using the three particularly explanatory variables; monthly average number of electricity customers, monthly average rainfall and monthly 
average temperature. Data was divided into training and validation data sets. The first one was used to build the forecast equation then all assumptions of 
multiple linear regression analysis were testified by Anderson-Darling statistic (AD), Durbin-Watson statistic (DW), Breusch-Pagan statistic (BP) and Variance 
inflation factor (VIF). The second one was used to validate the performance of prediction with adjusted coefficients of determination, standard error of 
regression, mean absolute percentage error, mean absolute error and root mean squared error. The results showed that the number of electricity customers and 
temperature were significant factors to forecast electricity consumption in Trat province. The performance of prediction accuracy successfully displayed the 
adjusted coefficients of determination of 0.730, standard error of regression of 93,325.10 kWh, mean absolute percentage error of 4.08%, mean absolute error of 
92,116.8812 kWh and root mean squared error of 131,836.3008 kWh. 
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INTRODUCTION 
 

Tratis one of the eastern provinces in Thailand with a total area of 
2,819.0 sq km. concluding7districts;Muang, Khlong Yai, Khao Saming, 

Bo Rai, Laem Ngop, Ko Kut and Ko Chang (Provincial Electricity 

Authority of Trat province, 2022).  

 

 
 

Figure 1: Area of each district in Trat province 
 
According to the electricity consumption statistics in Trat, it was found 
that the amount of electricity consumption had an overview tendency 
to yearly increase since 2013 to 2019 especially in March, April and 
May illustrated in Fig 2. High electricity consumption was found in 3 

districts; Khlong Yai, Laem Ngop and Ko Chang, due to a  
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considerable tourist attraction which consists of a large number of 
hotels. For this reason, the researcher is interested to study the 
forecast of electricity consumption in Trat province by regression 
techniques (Bianco, Manca, and Nardini, 2013; Panklib, 

Prakasvudhisarn, and Khummongkol, 2015; Ezenugu, Nwokonko, 
and Markson, 2017; Akdi, Gölveren, and Okkaoğlu, 2020). 

 

 
 

Figure 2: Monthly electricity consumption of all districts in Trat 
province since January 2013 – August 2019 

 

MATERIALS AND METHODS 
 
The regression technique is one of the most popular methods of 
forecasting values especially when only one explanatory variable (x) 

has a linear relationship with the response variable (y) known simple 

linear regression instead of two or more explanatory variables are 
called multiple linear regression.The three explanatory variables; 

monthly average number of electricity customers, monthly average 
rainfall and monthly average temperature, and one response variable, 
monthly average of electricity consumption, were succeeding applied 
in this research (Bianco, Manca, and Nardini, 2013; Panklib, 

Prakasvudhisarn, and Khummongkol, 2015; Ezenugu, Nwokonko, 
and Markson, 2017; Akdi, Gölveren, and Okkaoğlu, 2020). All data 



was collected by District 2 Central Electricity Authority in 
Chonburisince January 2013 to August 2019 then separated into two 
data sets; training data set (January 2013 to December 2017) and 
validation data set (January 2018 to August 2019) described in   
Table 1. 
 

Table 1: Data set 
 

Data set Size % 

Training (January 2013 – December 2017) 60 75 

Validation (January 2018 – August 2019) 20 25 

Total 80 100 

 
Model fitting 
 
Firstly, linear relationship was examined by Pearson correlation 
coefficients (r). Multiple linear regression model was then generated 

by stepwise method to forecast monthly average of electricity 
consumption in Trat province following by Equation (1) 
 

y x x x        0 1 1 2 2 3 3         (2) 
 
 

where y is the monthly average of electricity consumption (kWh), x1 is 

the monthly average number of electricity customers, x2 is the monthly 
average rainfall (millimeters), x3 is the monthly average temperature 

(Celsius), 0 is y-intercept of the model, 1, 2, 3 are regression 

coefficients and represents for an error term. 

 
Model testing 
 

After fitted model, an appropriate model was validated by F-test then 

regression coefficients were also tested by t-test. 

 
Assumptions testing 
 

Normality test was firstly detected by Anderson-Darling statistic (AD) 

(Anderson and Darling, 1952). Auto-correlation, homoscedasticity 

(constant variance) and multicollinearity were later monitored by 
Durbin-Watson statistic (DW) (Durbin and Watson, 1950), Breusch-

Pagan statistic (BP) (Breusch and Pagan, 1979) and variance inflation 

factor (VIF) respectively. 
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Accuracy validation 
 
The accuracy of prediction was finally validated by adjusted 

coefficients of determination (
2
adjr ) and standard error of regression 

(S). Moreover, mean absolute percentage error (MAPE), mean 

absolute error (MAE) and root mean squared error (RMSE) were also 

commonly verified. 
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RESULTS 
 
Each of three data sets; all, training and validation, was displayed 
with the values of average (Mean), standard deviation (SD), minimum 
(Min) and maximum (Max) severally categorized by the monthly 
average of electricity consumption (y), the monthly average number of 

electricity customers (x1), the monthly average rainfall (x2) and the 

monthly average temperature (x3) in Table 2.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Data summary 

Variables Data set Mean SD Min Max 

y All 1,924,017 226,017 1,555,630 2,550,812 
 

 Training 1,859,361 194,480 1,555,630 2,456,440 
 

 Validation 2,117,985 205,299 1,802,694 2,550,812 
 

x1 All 10,116 472 9,233 10,851 
 

 Training 9,923.1 378.5 9,233 10,521 
 

 Validation 10,695 97 10,539 10,851 
 

x2 All 19.990 13.310 0.000 53.180 
 

 Training 20.270 13.500 0.000 53.180 
 

 Validation 19.130 13.010 0.467 43.550 
 

x3 All 27.748 0.771 25.594 29.773 
 

 Training 27.742 0.798 25.594 29.773 
 

 Validation 27.766 0.704 26.771 29.320 
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Model fitting 
 

Linear relationship between the response variable (y) and three the explanatory variables (x1, x2 and x3) was explored with graphical display 

as Figure (3). 

 
                                                       (a)                                                                                                                    (b) 

 
                                                                                                                                                                (c) 

Figure 3: Scatter plot between (a) y and x1, (b) y and x2, (c) y and x3 
 

As of Figure (3), the relationship between y and x1 and y and x3 were quite linear. It was confirmed by Pearson correlation coefficients that 

ry,x1 was 0.524 (p-value = 0.000) and ry,x3 was 0.690 (p-value = 0.000) displayed in Table 3. 
 

Table 3: Pearson correlation coefficients among four variables 
 

Variables Variables 

y x1 x2 
 

x1 0.524 
 

  

 (0.000) 
 

  

x2 -0.093 0.055 
 

 

 (0.481) (0.676) 
 

 

x3 0.690 0.023 -0.186 
 

 (0.000) (0.863) (0.155) 
 

                 

                  p-values in bracket 
 

The step wise method was employed to generate multiple linear regression equation for forecasting the monthly average of electricity 
consumption (y) as of following Equation (9). 
 

                                               
ˆ 4,909,020 251.92 153,663y x x   1 3                        (9) 

 

Model testing 
 

After fitted the equation, adequacy of the model was checked by F statistic value of 79.29 (p-value = 0.000). It was testified that the model 

was appropriate for forecasting. 

 
Table 4: ANOVA 

 

Source of variation Degree of freedom Sum of square Mean of square F p-value 

Regression 2 1.3812x1012 6.9062x1011 79.29 0.000 
 

Residual 56 4.8774x1011 87,095,666,620 
 

  

Total 58 1.8690x1012    
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Consequently, two parameters of regression coefficients were 
examined by t statistic value of 7.82 (p-value = 0.000) and 9.84 (p-value 

= 0.000). It was claimed that each parameter was not equal to zero 

therefore this model was suitable for forecasting. 

 
Table 5: Regression coefficients 

 

Estimator Coefficient values t-value p-value 

ˆ
0  

-4,909,020 -9.14 0.000 

ˆ
1  

251.92 7.82 0.000 

ˆ
3  

153,663 9.84 0.000 

 

Assumptions testing 
 
All regression analysis assumptions were tested by AD = 0.526 (p-

value = 0.173), DW = 1.8781 (upper critical value = 1.6497), BP = 0.281 

(p-value = 1.31) and all VIFs = 1.00. According to the results as Table 6, 

it was manifested that all assumptions met the criteria.  

 
Table 6: Assumption testing 

 

Assumptions Test statistic Critical value p-value 

Normality AD = 0.526  0.173 

Auto-correlation DW = 1.8781 DU = 1.6497  

Homoscedasticity BP = 0.281 5.991 0.131 

Multicollinearity VIF (x1) = 1.00   

 VIF (x3) = 1.00   

 
Accuracy validation 
 
The graphical accuracy validation was illustrated in Figure 4 and the 

numerical accuracy validation was calculate by
2
adjr = 0.730,S = 

93,325.10, MAPE = 4.08%, MAE = 92,116.8812 and RMSE = 

131,836.3008.  

 

 
 

Figure 4: Time series plot between real and predicted data of 
monthly average of electricity consumption in Trat province 

 
 
 
 

CONCLUSION AND DISCUSSION 
 
The forecasting equation of the monthly average of electricity 
consumption in Trat province was established by multiple liner 
regression analysis with stepwise method. The factor had an effect on 

the electricity consumption was the number of electricity customers 
and temperature. The index of prediction accuracy was respectively 

determined by the adjusted coefficients of determination of 0.730, the 

standard error of regression of 93,325.10 kWh, mean absolute 

percentage error of 4.08%, mean absolute error of 92,116.8812 kWh 

and root mean squared error of 131,836.3008 kWh. 
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