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ABSTRACT 
 

Accurate house price prediction is essential for real estate planning, investment decisions, and market analysis. Traditional machine learning models such as 
linear regression, decision trees, and random forests have been widely applied but often struggle to capture complex nonlinear patterns inherent in housing 
datasets. This study proposes a novel approach using a 1D Convolutional Neural Network (CNN) tailored for structured tabular data to enhance prediction 
performance. The model was trained on a real-world dataset with ten numerical and categorical features, achieving a high R²-score of 0.96, surpassing 
traditional models including linear regression (0.78) and random forest (0.89). Key evaluation metrics such as RMSE (22,450.31) and MAE (16,308.19) further 
validate the model’s accuracy. Visualization results show strong alignment between predicted and actual values, with no signs of over fitting across 100 epochs. 
The proposed CNN architecture demonstrates significant potential in learning feature hierarchies and complex dependencies, offering a robust tool for data-
driven real estate valuation. Future work will explore multimodal integration of image data, model explainability, and cross-regional generalization to enhance 
practical deployment. 
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INTRODUCTION 
 

Accurate prediction of house prices plays a vital role in real estate 
decision-making, urban planning, and financial forecasting. 
Traditional statistical models such as linear regression, decision 
trees, and support vector regression have been widely used for this 
purpose, often relying on structured data like square footage, 
location, number of rooms, and year of construction [1], [2]. However, 
these models are typically limited by their assumptions of linearity or 
lack of capacity to capture complex nonlinear relationships within the 
data. 
 

In recent years, deep learning techniques have emerged as powerful 
tools for handling complex and high-dimensional data. Convolutional 
Neural Networks (CNNs), in particular, have demonstrated 
exceptional performance in tasks involving spatial hierarchies and 
image patterns [3]. While CNNs are predominantly used in image 
classification and object detection, their ability to model spatial 
dependencies makes them promising candidates for real estate price 
prediction, especially when visual data like house images, maps, or 
floor plans are involved [4]. 
 
This study explores the application of CNNs in predicting house 
prices using a combination of numerical features and image data. The 
proposed method integrates spatial features extracted via CNN layers 
with structured housing data to improve prediction accuracy. By 
leveraging deep feature extraction, our approach aims to outperform 
traditional models in capturing the complex relationships affecting 
house prices. 
 

The key contributions of this paper include: 
 

 Designing a CNN-based hybrid architecture for house price 
prediction using image and tabular features. 
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 Evaluating performance on real-world housing datasets using 
metrics such as RMSE, MAE, and R²-score. 

 Comparing CNN performance against classical machine learning 
models to validate effectiveness. 

 

LITERATURE REVIEW 
 
House price prediction has long been studied using various statistical 
and machine learning models. Early approaches predominantly relied 
on linear regression due to its interpretability and simplicity [5]. 
However, such models fail to capture complex interactions among 
features, especially when dealing with nonlinear datasets. 
Subsequently, more sophisticated methods such as Decision Trees, 
Random Forests, Gradient Boosting Machines, and Support Vector 
Regression were introduced, which improved performance by 
learning from feature interactions and data distributions [6], [7]. 
 
In recent years, deep learning methods have gained attention in the 
real estate domain for their ability to automatically learn hierarchical 
feature representations. Artificial Neural Networks (ANNs) have 
shown success in capturing nonlinear relationships between features 
and house prices [8]. However, they typically treat inputs as flat 
vectors, missing potential spatial or image-related features. 
 
Convolutional Neural Networks (CNNs), initially developed for image 
classification and computer vision tasks, have demonstrated 
promising performance in tasks that involve spatial data and high-
dimensional input. CNNs are particularly effective when visual data 
(such as exterior house images, aerial views, or floor plans) is 
integrated into the prediction model [9]. Researchers have used 
CNNs to extract deep visual features from house images and 
combine them with structured data to enhance price prediction 
accuracy [10]. 
 
For instance, one study combined real estate listing images with 
metadata using a dual-input CNN architecture, achieving lower error 
rates compared to models trained only on structured data [11]. 



Another approach used satellite imagery to incorporate geogr
context and neighborhood features, improving spatial correlation 
modeling [12]. Moreover, transfer learning with pre
such as VGGNet and ResNet has further improved performance in 
scenarios with limited labeled image data [13]. 
 
Despite their success, CNN-based models face challenges such as 
increased training time, the need for large labeled datasets, and the 
complexity of integrating multimodal data. Nevertheless, they remain 
a promising direction for improving house price prediction by 
capturing visual and contextual cues that are often missed by 
traditional approaches. 
 

METHODOLOGY 
 
This section outlines the complete pipeline used to implement and 
evaluate a CNN-based model for house price prediction. The 
methodology involves dataset preprocessing, CNN model design, 
training configuration, and performance evaluation.
 

Dataset Description 
 
The dataset used in this study consists of 10 key features collected 
from a metropolitan housing region, with a total of 500+ samples. 
Each record includes structured numerical and categorical attributes 
such as square footage, number of bedrooms, bathrooms, year built, 
and qualitative attributes like location, condition, and presence of a 
garage. The target variable is the Price, representing the mark
value of the house in dollars. 
To enhance learning capabilities and feature representation, we 
transformed categorical features into numerical form using one
encoding and normalized all numerical values to a [0,1] scale to 
optimize neural network convergence [14]. 
 

CNN Model Architecture 
 
Although CNNs are traditionally used for image processing, this study 
adopts a 1D CNN architecture suitable for structured/tabular data, 
inspired by recent advances in using convolutions over sequential 
and structured features [15]. The CNN model consists of:
 
 Input Layer: Accepts 1D input vector from encoded features.
 Conv1D Layer: Filters=64, kernel size=2, ReLU activation.
 MaxPooling1D: Pool size=2 to reduce dimensionality.
 Flatten Layer: Converts the feature map to a vector.
 Dense Layers: Fully connected layers (128 → 64 → 1).
 Output Layer: Single neuron (linear activation) to predict p

Training Configuration 
 
 Loss Function: Mean Squared Error (MSE) 
 Optimizer: Adam optimizer with learning rate 0.001
 Epochs: 100 
 Batch Size: 32 
 Train/Validation Split: 80% training, 20% validation
 Platform: Trained using TensorFlow/Keras backend with

acceleration. 

Evaluation Metrics 
 
To evaluate the model’s performance, we used the following metrics:
 
 MAE (Mean Absolute Error) 
 RMSE (Root Mean Squared Error) 
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: Adam optimizer with learning rate 0.001 

: 80% training, 20% validation 
: Trained using TensorFlow/Keras backend with GPU 

 

To evaluate the model’s performance, we used the following metrics: 

 R²-score (Coefficient of Determination)
a comprehensive understanding of how well the model predicts 
housing prices [16]. 

 

RESULTS AND EVALUATION
 
This section presents the performance outcomes of the CNN
model for house price prediction, evaluated on the cleaned and 
preprocessed dataset. The goal was to 
model can predict house prices using structured features processed 
through a 1D CNN pipeline. 
 

Model Performance 
 
The CNN model achieved the following results on the validation 
dataset: 
 

Metric 

R²-score (Accuracy) 

RMSE (Root Mean Squared Error) 

MAE (Mean Absolute Error) 

 
An R²-score of 0.96 indicates that the model explains 96% of the 
variance in the house price data, significantly outperforming 
traditional models such as linear regression 
trees (R² ≈ 0.85) reported in prior studies [17].
 

Comparison with Baseline Models
 
To benchmark the performance of the CNN model, several baseline 
models were implemented using the same dataset:
 

Model 

Linear Regression 

Decision Tree Regressor 

Random Forest Regressor 

CNN (Proposed) 

 

 

As shown, the CNN model consistently outperforms traditional ML 
models, particularly in capturing complex 
feature hierarchies that affect housing prices [18].
 

Visualization of Results 
 
The following key plots were generated to better interpret the model’s 
performance: 
 
 Loss Curve: A steadily decreasing training and validation loss, 

with no significant overfitting. 
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score (Coefficient of Determination) These metrics provide 
understanding of how well the model predicts 

RESULTS AND EVALUATION 

This section presents the performance outcomes of the CNN-based 
model for house price prediction, evaluated on the cleaned and 
preprocessed dataset. The goal was to assess how accurately the 
model can predict house prices using structured features processed 

The CNN model achieved the following results on the validation 

Value 

0.96 
 

22,450.31 
 

16,308.19 
 

score of 0.96 indicates that the model explains 96% of the 
variance in the house price data, significantly outperforming 
traditional models such as linear regression (R² ≈ 0.78) and decision 

≈ 0.85) reported in prior studies [17]. 

Comparison with Baseline Models 

To benchmark the performance of the CNN model, several baseline 
models were implemented using the same dataset: 

R²-score RMSE 

0.78 44,210.22 
 

0.85 33,142.89 
 

0.89 28,779.65 
 

0.96 22,450.31 
 

 

As shown, the CNN model consistently outperforms traditional ML 
models, particularly in capturing complex nonlinear interactions and 
feature hierarchies that affect housing prices [18]. 

The following key plots were generated to better interpret the model’s 

: A steadily decreasing training and validation loss, 
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 Predicted vs Actual Prices: Most predictions fall close to the 
diagonal, indicating high precision. 

 Residual Error Plot: Randomly distributed residuals, confirming 
model generalization capability. 

 
Compare with another papers

 

No. Paper Title Model Used

1 House Price Prediction using 
Linear Regression 
 

Linear Regression

2 Random Forest for Real Estate 
Forecasting 
 

Random Forest

3 Gradient Boosting for Housing 
Price Analysis 
 

Gradient Boosting

4 XGBoost Model for Price 
Estimation 
 

XGBoost 

5 SVM-based Price Prediction 
Model 

Support Vector 
Machine 
 

6 Our Model: CNN-Based Price 
Prediction (this study) 
 

CNN (1D) 

 

RESULTS AND EVALUATION 
 

Performance Metrics 
 

To assess the predictive capability of the CNN
employed several regression evaluation metrics: 
 

 MAE (Mean Absolute Error): 16,308.19
 RMSE (Root Mean Squared Error): 22,450.31
 R²-score (Accuracy): 0.96 

 

The results show that the model effectively captures
in the data. A high R²-score of 0.96 indicates that the CNN model 
explains 96% of the variability in house prices, while the low RMSE 
and MAE values reflect minimal prediction error. 
 

Training vs. Validation Loss: Training was conducted 
epochs. Both training and validation loss curves consistently 
decreased, showing that the model generalizes well without 
overfitting. 
 

Visualization 
 
The following figures illustrate the model's performance:
 
 Figure 1: Predicted vs Actual House Pr

alignment between predicted and true values along the ideal 
diagonal. 
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Model Used R² 
Accuracy 

Linear Regression 0.78 

Random Forest 0.85 

Gradient Boosting 0.87 

0.89 

Support Vector 0.82 

 0.96 

predictive capability of the CNN-based model, we 
 

: 16,308.19 
: 22,450.31 

The results show that the model effectively captures complex patterns 
score of 0.96 indicates that the CNN model 

explains 96% of the variability in house prices, while the low RMSE 

Training was conducted over 100 
epochs. Both training and validation loss curves consistently 
decreased, showing that the model generalizes well without 

The following figures illustrate the model's performance: 

Predicted vs Actual House Prices Shows high 
alignment between predicted and true values along the ideal 

 

 Figure 2: Training and Validation Loss Curve
consistent learning with convergence after 100 epochs.
 

 

 Figure 3: Training and Validation Accuracy over 
steady rise in accuracy, plateauing near 0.96, confirming the 
model's learning and stability.

 

 

 
 
 
 
 
 
 
 
 
 
 
 

DISCUSSION 
 
The experimental results demonstrate the effectiveness of using a 1D 
Convolutional Neural Network (CNN) for predicting house prices 
based on structured housing attributes. The model achieved a high 
R²-score of 0.96, significantly outperforming traditional 
tree-based models. This indicates that the CNN architecture was able 
to learn complex nonlinear relationships between input features (such 
as area, number of bedrooms, and house condition) and the target 
variable (price). 
 
Interpretation of Results 
 
The CNN model showed high prediction accuracy and generalization 
capability, as evidenced by the low gap between training and 
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Training and Validation Loss Curve Demonstrates 
consistent learning with convergence after 100 epochs. 

 

Training and Validation Accuracy over Epochs Depicts 
steady rise in accuracy, plateauing near 0.96, confirming the 
model's learning and stability. 

 

The experimental results demonstrate the effectiveness of using a 1D 
Convolutional Neural Network (CNN) for predicting house prices 
based on structured housing attributes. The model achieved a high 

, significantly outperforming traditional regression and 
based models. This indicates that the CNN architecture was able 

to learn complex nonlinear relationships between input features (such 
as area, number of bedrooms, and house condition) and the target 

The CNN model showed high prediction accuracy and generalization 
capability, as evidenced by the low gap between training and 
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validation loss curves. The steady improvement in both loss and 
accuracy metrics over 100 epochs suggests that the CNN 
architecture is well-suited for this type of structured regression task, 
even though CNNs are more commonly used in image-related 
problems. The success of this approach is likely due to its ability to 
detect localized patterns across the input feature vector, which 
traditional models may overlook. 
 

Limitations of the CNN Model 
 

Despite its high accuracy, the CNN model has several limitations: 
 

 Computational Overhead: Training deep models requires 
significantly more computational power than simpler models like 
linear regression or decision trees. 

 Black Box Nature: CNNs lack interpretability, making it difficult 
to understand feature importance or explain predictions to non-
technical stakeholders. 

 Over fitting Risk: Although over fitting was not observed in this 
study, CNN models are prone to memorizing training data, 
especially with small or imbalanced datasets. 

 
Potential Biases in the Dataset 
 
The dataset used in this study may introduce some biases that can 
affect model performance: 
 

 Geographic Bias: The "Location" attribute contains categorical 
values (e.g., "Downtown", "Suburban"), but the dataset does not 
clarify geographic granularity or economic factors unique to each 
zone. 

 Sample Imbalance: Some conditions such as “Excellent” and 
“Fair” may be underrepresented, potentially skewing model 
learning. 

 Temporal Factors Ignored: The "Year Built" feature does not 
account for renovations or market fluctuations, which could affect 
real-world prices. 

 Subjective Features: Categorical features like "Condition" may 
be inconsistently rated and introduce human subjectivity. 

 

CONCLUSION AND FUTURE WORK 
 

Conclusion 
 
This study presented a novel application of 1D Convolutional Neural 
Networks (CNNs) for the prediction of house prices using structured, 
tabular housing data. By integrating spatial convolutional layers with 
dense regression outputs, the model achieved a high degree of 
accuracy, yielding an R²-score of 0.96, significantly outperforming 
traditional machine learning models such as linear regression, 
decision trees, and XGBoost. 
 
The results demonstrate the effectiveness of deep learning in 
capturing complex, nonlinear relationships among features such as 
house area, number of rooms, and construction year. Furthermore, 
the model showed strong generalization capabilities, with minimal 
over fitting and consistent validation accuracy throughout 100 training 
epochs. 
 

Future Work 
 
Despite promising results, several enhancements can be explored to 
further improve the performance and real-world applicability of the 
model: 
 

 Multimodal Input Integration: Incorporate visual data (e.g., 
house photos, satellite images) alongside tabular data to enrich 
feature representation using CNN-based image branches. 

 Temporal Dynamics: Include market trend data and 
economic indicators to capture the temporal evolution of 
property values. 

 Explainable AI (XAI): Integrate model explain ability techniques 
such as SHAP values or LIME to make predictions more 
transparent and interpretable for real estate analysts. 

 Cross-Geographic Datasets: Extend the dataset to include 
houses from multiple cities or countries to validate model 
robustness across diverse markets. 

 Real-Time Deployment: Optimize the trained model for 
deployment in web-based valuation tools or mobile 
applications for real-time property assessment. 
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