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ABSTRACT 
 

This research focused on BOD estimation in Rayong river, Rayong province, Thailand. Research methodology used in this study was regression analysis 
technique using 9 chemical factors, dissolved oxygen, temperature in water, pH, total phosphorus, nitrate-nitrogen, nitrite-nitrogen, ammonia, suspended solids 
and total dissolve solution, to generate models separated four periods, January to March, April to June, July to September and October to December. Data of 
319 samples was divided into two groups; training and evaluation groups. The first group was to build the regression models and the other was to validate the 
achievement of forecasting BOD concentration in each period. After fitting the models, assumptions of regression analysis were detected by Anderson-Darling 
statistic, Durbin-Watson statistic, Breusch-Pagan statistic and Variance inflation factor. Finally, the performance of forecasting BOD values was calculated by 
mean absolute percentage error, mean absolute error, root mean squared error and mean squared error. The results found that the regression standard errors 
each period model wererespectively0.6761, 0.4446, 0.2932 and 0.4743with the adjusted coefficients of determination of 0.430, 0.517, 0.306 and 0.536. The best 
performances of fore casting accuracy were mean absolute percentage error of 2.4278 in the first period, mean absolute error of 3.7210 in the second period, 
mean absolute error of 4.4017 in the third period and mean absolute percentage error of 2.5738 in the fourth period. 
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INTRODUCTION 
 
Rayong river, one of the important rivers of Rayong Province, 
consists of 6 water quality monitoring stations. In the Rayong river, 
water quality measured by the water quality index (WQI) are mainly in 
bad level since the year 2000 – 2018shown in Figure 1 (Water Quality 
Management Division, 2021). 
 

 

 
   

Figure 1:The WQI values in Rayong river of 4periods,January – 
March ,April–June, July–September and October – December. 

 

Five factors used to calculate the WQI are dissolved oxygen 
(DO),total coliform bacteria (TCB), fecal coliform bacteria (FCB) 
ammonia (NH3-N) and biochemical oxygen demand (BOD). BOD is 
one of the key factors that characterize water quality due to BOD 
indicates the amount of oxygen consumed by bacteria and other 
microorganisms while they decompose organic matter under aerobic 
(oxygen is present) conditions at a specified temperature (Office of 
the Environment Region 6, 2011; U.S. Geological Survey, 2021). 
Higher the BOD concentration, lower the WQI. Studying most of the  
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research, it was found that DO,NH3-N, temperature in water, pH, total 

phosphorus (TP), nitrate-nitrogen (NO3-N), nitrite-nitrogen (NO2-N), 

suspended solids (SS) and total dissolve solution (TDS) were used as 
factors to forecast BOD concentration (Dogan et al., 2009; Basant et 
al., 2010; Chen and Liu, 2015; Najafzadeh and Ghaemi, 2019; Tao et 
al., 2019; Salih et al., 2021). Main purpose of this research is to 
predict BOD concentration using 9 chemical factors mentioned 
above. Regression analysis technique was applied to generate 
models to prevision BOD concentration trend in Rayong river located 
the East of Thailand. 
 

MATERIALS AND METHODS 
 
Secondary data was provided by Water Quality Management 
Division, Pollution Control Department, Ministry of Natural Resources 
and Environment since 2000 to 2018 divided into two sets, training 
and evaluation data sets. Total water sample was 319 gathered from 
6 water quality monitoring stations in Rayong river. In each station, 
sample water was collected by 4 periods a year, January – March, 
April – June, July – September and October – December shown in 
Table 1. 
 

Table 1: Data summary 
 
Water monitoring period Training data set Validation data set Total 

n % n % 
 

 

First(January–March) 72 75.00 27 25.00 96 
 

Second(April–June) 55 69.62 24 30.38 79 
 

Third(July–September) 60 71.43 24 28.57 84 
 

Fourth(October–December) 42 70.00 18 30.00 60 

 

The forecasting model consists of 10 chemical factors which were 
BOD, DO, water temperature (Temp), pH, TP, NO3-N, NO2-N,NH3-

N,SS and TDS. A response variable was BOD and the remaining 
factors were the predictor variables as of equation (1) 
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where 1,  2,  3,  4i   (1 for the first period, 2 for the second period, 3 for the third period and 4 for the fourth period),  isa y-intercept of 

the regression line, DO Temp TDS,  ,  ,     represent for the regression coefficients and stands for error term consequently. 

Firstly, the linear relationship between BOD and 9 chemical factors were checked by Pearson correlation. After detected correlation, four 
models were fitted by regression analysis technique then the assumptions were validated with Anderson-Darling statistic (AD) (Anderson 
and Darling, 1952), Durbin-Watson statistic (DW) (Durbin and Watson, 1950), Breusch-Pagan statistic (BP) (Breusch and Pagan, 1979) and 
Variance inflation factor (VIF) for detecting normality, auto-correlation, homoscedasticity and multi collinearity respectively. Finally, 
forecasting accuracy was assessed using 4 key performance indexes which were mean absolute percentage error (MAPE), mean absolute 
error (MAE), root mean squared error (RMSE) and mean squared error (MSE). 
 

RESULTS 
 
Pearson correlation coefficients between BOD and 9 chemical factors (DO, Temp, pH, TP, NO3-N, NO2-N, NH3-N, SS and TDS) were 
calculated and illustrated in Table 2.The highest positive value was significantly detected in the fourth period between BOD and SS with 
0.434 (p-value 0.004). In contrast, the highest negative value was remarkably found in the fourth period between BOD and TDS -0.315      
(p-value = 0.042).  
 

Table 2: Pearson correlation coefficients between BOD and the predictor variables. 
 

Period Predictor variables 

DO Temp pH TP NO3-N NO2-N NH3-N SS TDS 
 

First -0.159 0.063 0.054 -0.101 -0.005 0.264 0.167 0.238 0.166 
 

 (0.181) (0.600) (0.654) (0.399) (0.965) (0.025) (0.162) (0.080) (0.163) 
 

Second -0.289 0.223 0.002 0.331 0.080 -0.163 0.241 0.238 0.175 
 

 (0.032) (0.101) (0.991) (0.014) (0.562) (0.234) (0.076) (0.080) (0.202) 
 

Third -0.264 0.215 -0.112 0.294 0.229 0.425 0.249 0.257 -0.198 
 

 (0.042) (0.099) (0.393) (0.023) (0.078) (0.001) (0.055) (0.048) (0.129) 
 

Fourth 0.073 0.327 -0.201 0.310 0.352 0.390 0.429 0.434 -0.315 
 

 (0.645) (0.035) (0.202) (0.046) (0.022) (0.011) (0.005) (0.004) (0.042) 
 

 

 p-values in parenthesis 
 

Therefore, the equations in each period were generated by multiple regression analysis with stepwise method.  The estimators of regression 

coefficients DO Temp TDS
ˆ ˆ ˆ( ,  ,  ,  )   and the regression equations of forecasting BOD in each period were exhibited as equation 

(2) – (5).  
 

�
Jan Mar Jan Mar 2 Jan Mar

Jan Mar

BOD 1.8136 0.16047DO 10.743NO - N

                                   0.007509SS                                                                 (2)
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�
Apr Jun 3 Apr Jun Apr JunBOD 0.6234 1.3177NH - N 0.0034149SS                      (3)    

 
 

�
Jul Sep Jul SepBOD 2.2568 0.16596DO                                                                   (4)  

 
 

�
Oct Dec Oct Dec Oct Dec

3 Oct Dec

BOD 6.887 0.27838Temp 3.799TP

                                    0.4996NH - N 0.005182SS 0.00001548TDS     (5)

  


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  
 

 
All models were tested by analysis of variance (ANOVA) after fitting regression models together with the standard error of regression (S) and 

the adjusted coefficients of determination (
2
adjr ) displayed in Table 3.It was illustrated that four models were respectively appropriated with 

F-statistic values 17.12, 26.69, 19.09 and 10.46.The highest
2
adjr of 0.536 was found in the fourth period model with s�0.4743 while the 

lowest 
2
adjr of 0.306 was established in the third period with s 0.2932. 
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Table 3: ANOVA 
 

Period Sum of square Mean of square F-statistic S 2
adjr  

 

Regression Error Regression Error 

First 23.4817 27.8839 7.8272 0.4571 17.12 (0.000) 0.6761 0.430 

Second 10.5507 9.0917 5.2754 0.1976 26.69 (0.000) 0.4446 0.517 

Third 1.6417 3.4394 1.6417 0.0860 19.09 (0.000) 0.2932 0.306 
 

Fourth 11.7708 8.0989 2.3542 0.2250 10.46 (0.000) 0.4743 0.536 
 

                         

                       p-values in parenthesis 
 

Furthermore, all regression assumptions, normality, auto-correlation, homoscedasticity and multicollinearity, were validated by AD, DW, BP 
in Table 4 and VIF in Table 5. The results indicated that all assumptions were satisfied.  
 

Table 4: Assumption testing 
 

Period Test statistics 

AD DW BP 
 

First 0.400 (0.354) 1.787 [1.696] 0.144 (0.986) 
 

Second 0.294 (0.587) 1.801 [1.623] 1.141 (0.565) 

Third 0.238 (0.769) 1.587 [1.553] 0.176 (0.675) 
 

Fourth 0.493 (0.206) 2.294 [1.781] 1.075 (0.956) 
 

      

  p-values in parenthesis 
                   upper critical values in brackets 

 

Table 5: Variance Inflation Factor (VIF) 
 

Period Predictor variables 
 

DO Temp pH TP NO3-N NO2-N NH3-N SS TDS 
 

 

First 1.0     1.0  1.1  
 

Second       1.0 1.0  
 

Third         
 

 

Fourth  1.0  1.0   1.1 1.2 1.1 
 

 

Finally, the accuracy of prediction was presented with numerical display in Table 6 following and graphical display as of Figure 2. In Table 6, 
the most performance of forecasting BOD concentration was found in the first period with MAPE=2.4278, the second period with 
MAE=3.7210, the third period with MAE=4.4017 and the fourth period with RMSE=9.8642. Moreover, time series were plotted to compare 
between the real and forecasted data. 
 

Table 6: Accuracy of prediction 
 

Period Key performance 

MAPE MAE RMSE MSE 
 

First 2.4278 4.1223 10.1340 102.6984 
 

Second 6.2667 3.7210 10.4025 108.2115 
 

Third 11.1559 4.4017 10.5251 110.7774 
 

Fourth 2.5738 4.3891 9.8642 97.3016 
 

 

 

 
 

Figure 2: Time series plot between the real and forecasted values. 
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CONCLUSION AND DISCUSSION 
 
Multiple regression models were generated to forecast BOD 
concentration in Rayong river in fourth periods, the first, the second, 
the third and the fourth. DO was the essential chemical factor to 
forecast BOD which found in equation (2) and (4) whileNH3-N was 
act in equation (3) and (5). Prediction BOD in the third period, July – 
September, was the least forecasting efficiency with MAPE=11.1559, 
MAE=4.4017, RMSE=10.5251 and MSE =110.7774. 
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